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EXECUTIVE
 
SUMMARY

The term artificial intelligence (AI) was coined in 1955. However, it was only in the last decade that AI has

emerged as a transformative technology, with computer vision and pattern recognition at the heart of its

commercial success. 

 

AI is now at the forefront of industry and social discourse. At HKSTP’s AI and Computer Vision Summit

2019, held on July 19 at Hong Kong Science Park, AI technology pioneers explored forward-looking topics

such as visual computing, pattern recognition, data efficient and energy efficient learning, talent generation

and the bold prediction that the AI framework could unify, and move beyond detection and recognition to

have common-sense-enabled AI. Speakers were asked about the frontiers of AI and computer vision, as well

as the commercial potential of the technologies in the panel discussion.  

AI  GAINING  NATIONAL  IMPORTANCE
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Prof. TAN Tieniu, 
Member of the Chinese Academy of Sciences

AI technology has taken on national importance – it’s a priority research field in China and the Central

Government has released a national blueprint for AI development, according to Professor Tan Tieniu, a

pioneer in AI research field and a member of the Chinese Academy of Sciences and deputy director of

the Central Government’s Liaison Office in Hong Kong.

-



In Hong Kong, AI is one of the focuses of the

newly launched initiative by Hong Kong SAR

Government - InnoHK. AIR@InnoHK, as the

name suggests, will focus on the

development of a wide range of AI and

Robotics technologies, with applications for

financial services, smart city, advanced

manufacturing, big data analytics and other

many sectors. By late 2019, more than a

dozen top-notch research teams from world

renowned universities and institutes involved

in AIR will move into Science Park,

according to Dr. David Chung, the Under

Secretary for Innovation and Technology

of the Hong Kong SAR Government.

 

The Greater Bay Area presents significant

opportunities for its member cities to

collaborate on AI research and development

and leverage their individual strengths. Hong

Kong’s world-class research universities are

serving as a research base, Shenzhen is an

internationally recognised innovation and

technology hub and the Pearl Delta is the

ideal region to commercialise R&D results,

emphasized by Dr. Chung
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Dr. David CHUNG,
Under Secretary for Innovation and Technology,
The Government of Hong Kong Special Administrative Region

-

AI ECOSYSTEM THRIVING IN HONG KONG

The Chief Executive Officer Mr. Albert Wong of

Hong Kong Science and Technology Parks

Corporation (HKSTP), says it is a clear strategy for

HKSTP to grow R&D capabilities in AI with the the

ultimate goal to transform laboratory innovation into

commercial success. From a societal perspective, he

points out it’s time for AI experts to address “the

elephant in the room” the associated personal privacy

issues of facial recognition and AI technology being

used for surveillance – and take the lead in

recommending standards and regulatory mechanisms

to manage the development of the technology.
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Collaboration is being facilitated on multiple

levels. HKSTP has partnered with Alibaba and

SenseTime to incubate AI startups through the

HKAI Lab established in Oct 2018. In near future,

HKSTP will host and support growing and

diverse R&D activities on AI in the park.

 

Generating a steady flow of tech talent is critical

to maintaining the development momentum of AI

and the broader I&T ecosystem in Hong Kong

and the region. To this end, the Hong Kong

Government has allocated HK$16 billion for

University Grants Committee funded universities

to enhance campus facilities to create an optimal

teaching and research environment for students

and for R&D staff to nurture more I&T talent.

Mr Albert WONG,  
Chief Executive Officer.
Hong Kong Science and Technology Parks Corporation

EXECUTIVE
 
SUMMARY

-

 A further HK$500 million will be deployed to help

500 publicly funded secondary schools in Hong

Kong procure IT equipment and cloud services to

bolster their innovation and technology-related

curricular activities. Collaboration is also

delivering opportunities for talent grooming. 

The Institute of Automation under the Chinese

Academy of Sciences, for instance, provides

internship opportunities for Hong Kong students

in Beijing, giving them the opportunity to learn

about state-of-the-art technology now being

applied in the commercial world.

 

 

 

One clear message emerged from the Summit –

Hong Kong seizes the incredible opportunities

offered by AI and computer vision, and has taken

actions to grow its R&D capabilities in areas where

it has unique strengths and to collaborate with

governments, industry and academia across the

Greater Bay Area to incubate, develop and bring to

market commercially viable solutions and services

in AI, computer vision and pattern recognition. 
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A    UNIFIED   AI    FRAMEWORK 
 
-----------------------------------------------------
 
Professor Zhu Song-chun, Professor,
 
Statistics and Computer Science from the University of California
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 01 

Machines displaying common sense is one of six

disruptive trends identified Professor Zhu Song-

chun, Professor of Statistics and Computer

Science from the University of California. He has a

vision of AI technology heading towards unification

and becoming “common sense enabled”.

 

The disruptive trends can be summarised as follows:

AI is heading for unification, transitioning from big

data and small tasks to small data and big tasks,

going beyond deep learning to the learning of “dark

matter”, acquiring social intelligence through human-

machine interaction, building justified trust between

machine and human, and eventually autonomously

acquiring common sense. 

AI has progressed to an era of “unification”, as the mathematical foundation has transitioned from logic,

knowledge, representation and reasoning towards statistical modeling and stochastic computing. As the

celebrated mathematician David Mumford once suggested, probability theory and statistical inference have

emerged as better foundations for scientific models, and stochastic approaches to AI vision and speech offer

a better chance of success at duplicating human abilities with a computer than logic-based approaches . 

 

This will have a huge impact on various areas of computer science in terms of how to represent knowledge

and define the complexity of an algorithm. 
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TREND  1:  FUNDAMENTAL  SHIFT  MEANS  UNIFICATION  IS  INEVITABLE  

Professor Zhu Song-chun,
Professor,
Statistics and Computer Science from the University of California

A    UNIFIED   AI    FRAMEWORK

-
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There will be a fundamental shift in the foundations of architecture, operating systems, programming language

and communications. It will lead to the unification of the six areas of AI: computer vision, language

understanding, cognitive reasoning, robotics and machine learning.How they eventually unify, such as which field

will unify with which, depends on what defines the AI system. It is usually defined by three aspects: infrastructure,

data and tasks. Different combinations of these three aspects can result in different types of AI systems. 

 

Computer vision continues to prosper because there are multiple applications, including surveillance and image

processing, such as Face++, which demonstrates the commercial value and potential profitability of the

technology. Robotics also has wide applications in manufacturing, transportation, autonomous driving and other

fields. The core area among the six is cognition because it is the common connection between all the various

aspects.  

In general, there are two extreme ways to a solution of AI in the future.. One is big data for small tasks, in which

there is a task, a lot of the data and an infrastructure like neural network. A neural network can be trained to

handle an individual task and so, by definition, it will be successful.

 

The other way is small data for big tasks, a more human-level and naturalistic way for achieve general AI. Many

seemingly simple human activity, such as making a coffee or cooking noodles, is difficult for a machine to

replicate as it involves a lot of tasks and there is very little data to train the machine. A bigger cognitivethe data

number is small. A bigger cognitive architecture is required, and it has to be general enough to handle all those

tasks. This is the challenge for future AI research.

 

Big data is fundamentally limited because it depends on intensive labeling and annotation, and furthermore how

data is labelled depends on what the task is. Data labelling is task driven and task dependent – as the task shifts

slightly, all the data needs to be re-labelled to be useful. Think of chairs, for example, where new designs are

constantly emerging. Neural networks can remember a lot of features, but if there is always a new design, it may

have features the machine cannot recognise. This means the system will have to be constantly updated, pushing

up costs to a level that cannot be covered by revenue. 
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TREND  2:  SOLVING  BIG  TASKS  IS  THE  KEY  TO  AI  EVOLUTION  

A    UNIFIED   AI    FRAMEWORK
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The way to solve the challenge is to define the task. The task of a chair is to provide seating, no matter what

the design is. All other objects can be similarly modelled on their functionality. Functionality decides the

geometry and is human-centred. This means there is no longer a classification problem. This approach can be

further extended by defining the value of functions. For example, sitting on a particular chair feels comfortable.

Comfort is a core value for human. Human activities are driven by utility functions to achieve higher values.

 

If the function and value are known, there is no need for data. When looking at a new chair design, a person

can simulate whether it would be comfortable. The person doesn’t need data for training to know that. This

illustrates that function value and tasks, not object category, is central to human intelligence, as humans are

driven by tasks. What matters most is the physical understanding and the causality. Tasks are at the centre,

and humans are solving tasks all the time by inventing tools. Even when faced with a new task, humans pick up

a new object as tool to solve a new causality. This is another level of intelligence – AI that can understand tools

and invent tools, without the need of data for training. Essentially intelligence is task oriented, not just

memorisation or deep learning. 

Our ability to see is mostly an illusion. By analogy, only 5% of mass and energy in the universe can be seen

and the rest is invisible “dark matter” and “dark energy”. The human brain can imagine a lot with very few

visual cues. For example, functionality, physics, causality, intentionality and utility can’t be seen but they are

driving behaviors, defining value systems and the invention of new objects. In many ways, the 95% that we

can’t see drives the understanding of the 5% we can see in sensory signals.. 

 

Understanding a picture involves a lot of imagination in a process called- joint parsing. This means that a

perceived object is decomposed into parse graphs, and a scene decomposed into functional areas and then

into an object, path parameters, pixels and features. To make sense of a picture with no humans in it, we

imagine ourselves in the picture. This can be compared to constructing an equation that has a hundred of

parameters and variables. Five variables are observed, while 95 variables are imagined. You put them

together to make sense of the whole thing.

Page 9

TREND  3:  UNDERSTANDING  THE  ROLE  OF  DARK  MATTER   
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Alternatively, when a person enters a room for a glass of water, the person needs only to recognise the

objects and how to navigate the room to the extent that is necessary to finish the task of getting the glass

of water. The person may not notice how the room is laid out and other irrelevant details not required for

the task.

 

Similarly, by doing task-dependent reconstruction, a robot with a specific task in a specific space would

not have to waste time on other tasks such as recognising faces in a room. An understanding of dark

matter is a big part of what is missing in current research. 

For humans to talk to machines, different communication protocols based on certain cognitive infrastructure

are needed.  Human communication is low bandwidth at about 10 bits per second, compared to 100

megabites per second in the Internet. A human’s strong cognition architecture is the key factor supporting

communication between humans. A one-year old toddler will point to communicate, whereas a bird might

hide food from others. Neuroimaging experiments indicate that there is a special cognition area in our brain

with which one looks at the world from other people’s point of view. For people and machines to

communicate, AI must first know what people can see, what are their goals and intentions and then use

reasoning to work out their next move.

 

In communication cognition architecture, a machine and a person look at the same objects, scenes or

activities from different models, with different action models based on different utility functions. Both develop

empathy towards how the other works and behaves. Common ground and common knowledge are formed

between the two. Through communication, utility functions converge. That's called a social norm or morality.

With the complexity of communication, two minds can read between the lines to understand the other’s

thinking.

 

A demonstration showed that a robot could use reasoning to interact with people and figure out their goals

and intentions by reasoning. Through the architecture, humans and machines communicated and reached

an equilibrium that is called morality in a common cognitive architecture. 
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TREND  4:  ENABLING  COMMUNICATION  BETWEEN  MACHINES  AND  PEOPLE
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A big problem for AI is that deep learning makes a lot of inexplicable mistakes. Deep learning can

mistake an image of a bus for an ostrich when invisible noise is added. The mistake does not make any

sense to human vision. People won’t trust an AI system if they don’t know when it works and when it

won’t. This demands the AI systems be explainable. Explanations are crucial when we deal with

security and system debugging, and being explainable is key to AI systems to gain justified human trust,

the latter means knowing when the system will work or not work.

 

To develop justified trust, people and machines must talk to each other and explanation is just one of the

communication acts. People should ask questions about why AI behaves in a certain way, whereas the

AI needs to know where the question was coming from and give an explanation to show its perception,

cognition, deduction and decision-making process. This would help people work out how much they

could trust the machine and predict what the outcome would be.

 

In experiments, trust levels were built when a system explained why it wanted to take a specific action or

when it did something wrong. Justified trust means that people engaging with the system know the extent

to which the AI is reliable. This is also related to self-trust and self-awareness. A machine should know

when it is good at its work and when it is going to fail.
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TREND  5:  DEVELOPING  JUSTIFIED  TRUST  FROM  HUMANS
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TREND  6:  AI  LEARNING  LIKE  A  BABY  

CONCLUSION:  
"CLOSING  IN  ON  THE  GOAL  OF  

COMMON  SENSE  ENABLED  AI"

AI should be able to learn physical and social common sense from scratch like a baby. Using

a virtual and mixed reality system as a big-task platform built in recent years at Zhu’s lab, humans and

machines can go onto the platform, communicate with each other and learn from each other, and finish a

wide range of tasks. In a similar fashion to rearing their own children, people can ask AI at the end of

the task to explain what it knew and what it wanted to do. The AI can then invent a new defined task by

itself. In this way, people and machines can communicate and build a truly autonomous AI system. When

AI can define a new task autonomously, that will be a sign of real intelligence.

 

 

A combination of disruptive trends is pushing the AI community towards unification, enabling better interaction

and communication between people and machines. By building intelligence and trust, we might eventually

reach the high point, when machines autonomously acquire common sense. 

A    UNIFIED   AI    FRAMEWORK
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DEEP   LEARNING
 
REVOLUTIONISES  VISUAL   
 
COMPUTING 
 
-----------------------------------------------------
Dr. SUN Jian, 
 
MEGVII Chief Scientist, Dean of Megvii Research
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 02  DEEP   LEARNING   
 
REVOLUTIONISES  VISUAL   COMPUTING

MEGVII is a world-class AI company with core competencies in deep learning. 
 
Founded in Beijing in 2011 by Yin Qi, Tang Wenbin and Yang Mu, three Tsinghua University graduates who
studied under the Turing-prize winning Chinese computer scientist and computational theorist Andrew Chi-Chih
Yao, MEGVII is a pioneer in applying AI technology and computer vision algorithms to Internet of Things (IoT)
use cases.  MEGVII’s first commercialized AI product was a facial recognition solution. The Company has
developed its proprietary deep learning framework Brain++, which functions as a unified underlying architecture
and provides critical support tailored for the Company’s algorithm training and model improvement processes.
 
Leveraging its strong software-hardware integration capabilities, MEGVII offers full stack solutions to its
customers, and has achieved leading positions in several key vertical markets, including personal IoT, city IoT
and supply chain IoT. MEGVII is building an AI infrastructure to connect and empower various IoT devices, to
solve real life problems and pain points encountered by customers in sectors including fintech, transportation,
logistics and others. MEGVII is dedicated to helping customers achieve specific goals such as user
authentication and fraud reduction, traffic optimization, and labor efficiency gains. 
 
Headquartered in Beijing with over 2,000 employees, MEGVII maintains five research and development
centers around the world (in Beijing, Shanghai, Nanjing, Chengdu and Seattle), leading by MEGVII Chief
Scientist Jian Sun, who is also the Dean of Xian Jiaotong University’s College of Artificial Intelligence, outlines
the technological advances in visual intelligence, computational photography and AI computing arising from the
company’s computer vision research. 
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Dr. SUN Jian 
MEGVII Chief Scientist, Dean of Megvii Research
-
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REVOLUTIONISES  VISUAL   COMPUTING
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COMING  TO  GRIPS  WITH  VISUAL  INTELLIGENCE

Visual intelligence is the holy grail of computer vision and the quest is to teach machines to see the world like

humans.  According to popular legend, studies into computer vision began back in 1966 when scientist

Marvin Minsky asked one of his students to “connect a television camera to a computer and get the

machine to describe what it sees”. Minsky, one of the co-founders of AI, believed computer vision would be

the starting point of AI research. He worked on a robotic arm project that he thought could be solved in three

months but was still unfinished after three years. Today we are still solving the problem. AI was far more

difficult than what Minsky initially imagined.  Although there are many vision applications, there is no need to

study them one by one. For images, we can focus instead on a few core research probelms: classification,

detection and segmentation to recognise the whole image, or image regions or pixels. If the input is a video,

we can leverage both spatial and temporal information to recognise the sequence of events or actions. The

central question is how to represent the image in a computer so that we can use it to handle different tasks.

 

Over several decades, the computer vision community came up with a range of different responses to this

challenge. In the 1970s, computer vision pioneer David Marr proposed the 2.5 sketch representation. Another

popular method at the time, the part-based presentation, involved modelling individual parts and their

relationships but it worked well only for rigid objects. In 1989, the convolutional network was invented by

Yann Lecun for digital recognition and separately a machine learning approach, Booting, was introduced to

learn features for representation. By 2000, the dominant image representation was feature-based, with

hundreds of features encoded into descriptors and then pooled together to form a long vector representation.

However, by 2012, neural networks were acknowledged as the best way to compute an image

representation.

 

Deep convolutional neural networks are simple in concept. They rely on repeated transformation to gain a

long sequence of learned non-linear information. But the biggest advantage of this approach is that all free

parameters are learned end-to-end, from low-level patterns like edges, corners and textures to high-level

semantic patterns like parts and even objects. It eliminates the need to design the feature by hand.



 02  DEEP   LEARNING   
 
REVOLUTIONISES  VISUAL   COMPUTING

All this changed in 2012 when Geoffrey Hinton and his PhD student Alex Krizhevsky invented the eight-layer

convolutional neural network, AlexNet. Two years later, Oxford and Google invented VGG networks and

GoogleNet, pushing the limit from eight to 20 layers. In 2015, Microsoft invented ResNet, a 152-layer network,

which was the first machine to surpass human accuracy on a large-scale image recognition benchmark. 

 

The key idea of ResNet was simple. Instead of learning direct mapping H(x), the system learned the residual

function F(x), with respect to the input of x. This could be trivially implemented by adding skip connections

every two or three layers. ResNet could trivially represent identity mapping, making it much easier to optimise

the network. Since the emergence of AlexNet, the computer vision community moved from feature design to

network architecture. In 2016, the first network with 1001 layers was trained (Residual Networks with pre-

activation).

 

The powerful mapping of ResNet was demonstrated through AlphaGo Zero, for which Google DeepMind

applied an 80-layer ResNet, which simplified and improved the system significantly. It proved that a very

complicated mapping function, like where to place a stone in a complex board game, could be effectively

learned by a deep ResNet.  

 

Based on powerful deep neural networks, MEGVII launched a cloud-based API service called Face++ in

2013. It provides a set of basic computer vision APIs, such as face detection and recognition, optical

character recognition (OCR) and general object detection, for third-party developers. The platform serves

more than 500,000 developers, with half of them from about 200 countries overseas. 
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PROGRESSING  FROM  FEATURE  TO  ARCHITECTURE  ENGINEERING

The brief history of deep learning, from perceptron to multi-layer perceptron to deep neural networks,

has been marked by challenges, with two main obstacles. The first was the belief that deep neural networks

could never be trained because the number of parameters in the network was much higher than the number

of training data, contrary to traditional machine learning theory. The second obstacle was that deep learning

training was very difficult and experimental results were hard to reproduce. This left the research community

hesitant to undertake neural network research.
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For computer chips, MEGVII has developed the low-bit DoreFaNet, using eight, four or even two bits to

approximate 32bit floating point representation. The magic of neural networks is that DoreFaNet does not

require high precision representation for training and inference. It is the first network with arbitrary bit-

width in weight, activation and gradients, and has been deployed into FPGA and ASIC chips running in

real time on the company’s hardware. The AI chips are helping the MEGVII Robot to perform sensing,

navigation and grasping functions – the challenge which Minsky faced 50 years ago.  

The next hot topics in neural networks are Neuro Architecture Search (NAS) or called AutoML, with the goal of

unifying and automating architecture design, regardless of the application or computing platform. NAS tries to

solve two problems – weight training and architecture search – but is so resource intensive that only Google is

believed to have the capacity to pursue it. 

 

MEGVII instead has developed a new method called a Single Path One-shot NAS, which breaks down NAS’s

nest problem into two steps. The first is to train a SuperNet which contains many subnets for search. The

second is to search the subnets by sampling the SuperNet. This doesn’t require weight training, making the

process fast, simple and flexible, and able to support block, channel, bit-width search or joint search. It easily

enforces any hard constraints in the search and offers state-of-the-art performance on ImageNet. The idea has

been extended to backbone search for object detection and segmentation, as well as neural network pruning

for simplifying and trimming a model.
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MOVING  FROM  ARCHITECTURE  ENGINEERING  TO  SEARCH  

OPTIMISED  NETWORKS  FOR  SMALLER  COMPUTING  PLATFORMS

Since then, networks such as MEGVII’s ShuffleNet and Google’s MobileNet have been developed for smaller

computing platforms such as mobile and embedded devices.

 

ShuffleNet was designed according to four guidelines: a preference for both dense and balanced convolution,

and the avoidance of multi-path structures and element-wise operation. This ensured ShuffleNet performed

well on mobile devices. A recent performance test by Google’s AI team showed that ShuffleNet V1 was often

30 to 50% faster than MobileNet V2, depending on the hardware. ShuffleNet is now running on tens of millions

of mobile phones by OPPO, vivo, Huawei and Xiaomi, providing face unlock and fingerprint unlock functions.
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Compared to visual intelligence, computational photography is a relatively low-level vision problem. The

goal is not about generating meaning from an image but to generate a clear image from blurry, noisy or

under-exposed images.

 

The MEGVII team has designed smart algorithms to solve a range of issues including:

• Image dehazing using a Dark Channel Prior 

• Image deblurring using residual deconvolution

• Image matting, by separating the foreground from the background, formulated as a vibrational

problem and solved a Poisson Equation

• Image completion, to recover the missing parts of a damaged image, by structure propagation or

using the statistics of path offset within an image

Deep learning has revolutionised computational photography. A fully convolutional encoder-decoder

takes in the image and then generates the result. There are no more assumptions. It is based on a

single end-to-end pipeline. Image matting, for example, can be done with a multi-task auto-encoder, to

simultaneously generate a refine trimap and alpha matte, which delivers very fine details of the

fractional foreground mask. The function can be used on mobile phone cameras to create the bokeh

effect, which highlights the subject of the image and can normally be done only on high-end cameras. 

Page 18

CREATING  BETTER  IMAGES  THROUGH  COMPUTATIONAL  PHOTOGRAPHY

DEEP  LEARNING  CHANGES  IMAGE  MANIPULATION  
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With deep learning, the conventional ISP (image signal processor) in the camera has been

fundamentally changed – the AI-ISP uses a single convolutional neural network to completely replace

the old pipeline to provide better image results, even at night in low light. The algorithm is now used in

OPPO and Huawei’s mobile phones. 

AI computation started from Von Neuman Architecture, which separated the computer unit and the

memory. However, as data got bigger, a bottleneck appeared between the memory and the processor.

So the industrial switched to architecture called Neuro Computing, which used thousands of

processors to perform very simple matrix and vector operations, to break the bottleneck. From 2010 to

2015, the company’s researchers moved from a big CPU cloud box to a more powerful but smaller

GPU workstation.

 

Last year, MEGVII published its parallel training method called MegDet. It used an AI computing

platform or cluster of hundreds of GPUs to reduce the training time from two days to two hours. This

year, the company released a dataset called the Objects365, said to be the largest object detecting

dataset yet – with 10 million bounding boxes manually labelled. While the feature learned from this

dataset was better, it required more computing power than a small GPU box. So, MEGVII moved back

to a larger box, this time a GPU cloud. In order to manage all the big boxes, the company has

developed its own AI platform called Brain++.

 

There are multiple GPU sites to host tens of thousands of GPUs to deliver the supercomputing power.

The AI Brain++ platform contains several key components – an in-house deep learning training

framework, a resource management system for computing, data labelling and cleaning, and AutoML

computing power for architecture search.
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THE  TRANSFORMATION  OF  AI  COMPUTING



 02 DEEP   LEARNING   
 
REVOLUTIONISES  VISUAL   COMPUTING

While significant progress has been made in visual intelligence, computational

photography and AI computing, there are more breakthroughs to come, especially in

terms of a deeper understanding of deep learning, which is still a black box. There

are many outstanding questions. How to model time and dynamics? What is a

memory in our brain? How to deal with association and memory? And importantly,

what is the future of “dark knowledge” such as common sense, reasoning and

learning to learn? The answers will help shape the future of the AI technology.
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CONCLUSION:  

"GREAT  PROGRESS  BUT  MANY

BREAKTHROUGHS  YET  TO  COME"   
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THE   PRESENT   AND   FUTURE   OF
 
3D   COMPUTER   VISION
 

-----------------------------------------------------
Professor Quan Long, 

Director of the Hong Kong University of Science and Technology (HKUST)

MEGVII Joint Laboratory of Artificial Intelligence and Computer Vision
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3D   COMPUTER   VISION
 
 

Just as human vision forms about 80% of our

perceptions, computer vision is the dominant

influence on artificial intelligence, so argues

Professor Quan Long, Director of the Hong

Kong University of Science and Technology

(HKUST) MEGVII Joint Laboratory of Artificial

Intelligence and Computer Vision. Prof. Quan

believes that computer vision is the key to the

evolution, or revolution, of AI. He charted the

evolution of computer vision from 2D to 3D,

enumerated the applications of 3D reconstruction

by computer vision for Smart City Development

and the unlimited potential of visual

understanding by AI.

2012 was a milestone year in the development of computer vision. At the Computer Vision and Pattern

Recognition (CVPR) Conference that year, the image recognition rate of computer vision jumped 10% to

85% in the ImageNet Competition. Many industry observers believe this marked the beginning of the

modern era of deep learning-based computer vision and AI.

 

Convolutional Neural Networks (CNNs) made a comeback that year too, when a paper on AlexNet won the

ImageNet competition that year. Compared to classic CNN architecture LeNet, spearheaded by Yann

LeCun in 1998, AlexNet had a 10 times bigger image input, with an RGB image size of 224*224 compared

to the 32*32 monochrome of LeNet. It could handle 60 million images, compared to LeNet’s 60,000. 
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THE  EVOLUTION  OF  AI  COMPUTER  VISION

Professor Quan Long,
Director of the Hong Kong University of Science and Technology (HKUST)
MEGVII Joint Laboratory of Artificial Intelligence and Computer Vision

-
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Two major factors enabling computer vision were the power-boosting GPU designed by American

Chinese scientist Huang Jen-Hsun and the availability of millions of labelled images on ImageNet, a

project led by American Chinese Professor Li Fei-Fei from Stanford University. By 2015, computer vision

had out-performed humans, at a 3.6% error rate in ImageNet classification compared to a human error

rate of 5.1% measured in 2014. 

 

Seven years later, image recognition was 1,000 times faster and bigger. The best networks could handle

one billion parameters and the GPU speed was also 1,000 times faster. A network that would have taken

AlexNet six days to train using two GPU Nvidia GTX 580s, now needed only 18 minutes on one DGX-2.

This has become standard CNN architecture. 

With the dramatic improvement in standard CNN architecture, from LeNet to AlexNet, ResNet and NasNet,

only a few thousand labeled image data examples are required to train a computer to recognize a never-

before-seen image, as well or even better than a human. However, while computer vision can “memorise”

and “recognise” better than humans, it does not “understand” better, because image labelling is subjective.

 

The ultimate goal of computer vision is to reach image understanding. But for now, it can only achieve

visual perception and recognition. In that regard, computer vision is a search of the fundamental visual

features. Once visual features are defined, computer vision can be applied to two fundamental visual tasks

– recognition and reconstruction.
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CNN has redefined state-of-the-art of visual features. In the past, hand-crafted features were used

typically with Scale Invariant Feature Transform (SIFT), a feature detection algorithm in computer vision to

detect and describe local features in images. 

 

Hand-crafted features were finite, well-understood and relatively small at around 128 in vector dimension.

The design of the features was motivated by geometry and 3D reconstruction, and later they were applied

to recognition as a kind of bag-of-words model (a way of representing text data when modelling text with

machine learning algorithms). The biggest limitation of hand-crafted features is the limited dimensions of a

few hundred at the most.

 

Learned CNN features, on the other hand, are highly dimensional, huge, hierarchical and compositional,

though they are less understood. They are more powerful for recognition as the feature dimensions are

typically up to a few million. 

Human and animal visual systems use two eyes to perceive depth. Called stereopsis, this ability is the

computation of depth information from views acquired simultaneously from different points in space. Being

able to understand three-dimensional scenes makes it possible to processes geometric information in order

to interact with the world. 

 

State-of-the-art 3D reconstruction algorithms have been established over the past 20 years. Given a

collection of overlapping images, 3D representation can be reliably reconstructed in a fully automatic way.

One of the most significant representatives is Altizure by HKUST. The challenges for 3D reconstruction are

the lack of computing power for real-time achievement and inconvenient “stereo” data capturing.
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Since 2017, 3D stereo and 3D reconstruction have been considered in a more unified way. Everything

has moved from two dimensions into three, even for CNN. Although the computational power and memory

required are huge, the improvement has been significant – a 10% jump in the recognition field and a two

to three points improvement in 3D reconstruction. 

 

Computer vision applications for recognition and reconstruction have become extremely important to a

wide range of industries. There are applications in AI security for recognition of faces, cars and objects,

popularised by MEGVII, SenseTime and other companies in this field. Other important developments are

autonomous driving, Augmented Reality and Virtual Reality, which not only need recognition but also real-

time 3D reconstruction. However, current computational power cannot yet support this.

 

The reconstruction of Shenzhen Pingshan district as a smart city platform is a demonstration of the power

of large-scale 3D reconstruction. There have also been multiple applications in security, heritage and

planning. Altizure.com, a portal for 3D reconstruction, automatically reconstructs any 3D construction with

uploaded overlapped images from drones, phones or other cameras. The site had 3D data from 180

countries and 300,000 professional users. 

While computer vision recognition is defining AI, 3D reconstruction is redefining computer vision. AI is

dominated by visual tasks requiring an evolution in hardware and computational power. This includes the

development of GPUs and other specialised hardware for computational power, and drones or smartphone

cameras for data capturing power and convenience.  The growth in industry applications reflects a golden

age for the computer vision community. However, the most profound changes, well beyond our predictions,

will occur when the community comes to grips with visual understanding.    
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Pattern recognition is integral in many AI tasks,

typically in computer vision, optical recognition

and behavior recognition. Pattern recognition

simulates human perception to enable

machines to detect and recognise objects and

events, according to Professor Liu Cheng-lin,

Director, National Laboratory of Pattern

Recognition, Institute of Automation of

Chinese Academy of Sciences, and a leading

expert on pattern recognition. 

Over the past 60 years, there have been many effective approaches proposed for pattern recognition,

including statistical pattern recognition and artificial neural networks. From the 1990s, various new

approaches were proposed and intensive studies into machine-based learning and probabilistic graphical

models. In recent years, deep learning was the most successful and popular research topic.

 

The approaches to pattern recognition could be divided into two broad categories – statistical and structural.

Statistical pattern recognition uses one feature vector of fixed parametric to represent a pattern. In a broad

sense, this category also includes artificial neural networks and the decision-tree approaches.
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Structural pattern recognition usually represents a data structure in variable lengths or variable size.

Structural pattern recognition is not as popularly adopted as statistical pattern recognition because of the

difficulty in representing the pattern and the learning structure model.

 

Pattern recognition approaches can also be categorised into either generative models or discriminative

models. Generative models typically represent each class as a density model or structural model. They

can also form pattern classification by calculating the distance of a pattern to each class. Generative

models can generalise better with small training data and can also be more robust to noise. Density

models and the Bayesian Network are examples of this model.

 

Discriminative models are based on modelling the difference or the boundary between different classes. If

there are enough training data for discriminative models, the classification performance will be better.

Artificial neural networks and Support Vector Machines are examples of this model.

Currently, the most successful approach is deep learning. With superior performance, deep learning

replaced almost all of the traditional approaches in various forms of recognition, including speech

recognition, face recognition, image classification, character recognition and traffic sign recognition. 

Despite the great success of deep learning, there are still insufficiencies. Firstly, neural networks are widely

recognised as black box and they have weak interpretabilty. The networks can produce recognition results or

indicate the category of the results, but cannot explain why an object belongs to this category. Secondly,

deep neural networks need substantial training data to guarantee high generalisation performance. As well,

the learning processes are inflexible and deep neural networks are very vulnerable and sensitive to noises. 
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The three key issues for frontier pattern recognition research are:

• The explanability of models and structural or semantic understanding; 

• The robustness in terms of the stability to noise and adversarial data; and 

• The ability to generalise from small sample datasets and to learn unsupervised or weakly supervised

learning continuously. 

 

Three major issues affect the robustness of pattern recognition:

• The stability of performance related to model complexity affecting generalisation machine learning; 

• The robustness to outlier data or abnormal data related to closed world assumption of many pattern

recognition models; and 

• The tendency to reject ambiguous patterns in order to reduce error rather than risking misclassification. 

The means for tackling these issues are discussed below.

When a model is overly parametised and over-complex, the generalisation performance on untrained data

may deteriorate. One way to improve the stability is to use as many simple or smooth functions as possible.

Another important way is regularisation and constraining the variability of parameters. This has been

popularly adopted in many machine-learning approaches, including deep learning. 

In early stages of pattern recognition, in the view of Bayesian classification, a reject was treated as a new

decision and designed a loss, and then in the framework of minimum risk decision, the rejected decision is

given if the maximum posterior probability is below a threshold.
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To reject outlier data, the density function of each class should be used. There are two types of rejection –

ambiguity rejection depends on their posterior probability; and outlier or distance rejection depends on the

density function. 

Rejection rules can also be approximated by discriminant functions because most of the practical classifiers

do not output a real density function or posterior probability, but only the general discriminant functions:

The sources of in-robust pattern recognition include closed world assumption (this model cannot detect and

reject the outlier data), improper model (density / generative models are more powerful to detect outlier data,

but discriminative models are very weak at detecting outlier data), or improper learning algorithm (if the

objective is to separate two classes, then the prototypes of the two classes shall be moved far from the

boundary).
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To improve the robustness of pattern recognition, closed world assumption should be changed to open world

assumption. In many applications, there is very few or even no training sample for the outlier class, so it's

better to learn the model without outlier samples under open world assumption. Additionally, generative

models should be used instead of discriminant models, which are inherently resistive to outlier data. The

learning objective is to not only separate different classes but also represent the density or structure of each

class. 

In terms of model selection, density-based classifier is a typical generative model, so the decision can be

based on posterior probability, ambiguity rejection or outlier rejection. 

Using other generative models like template or prototype or distance-based classifiers in addition to

classification ambiguity rejection or outlier rejection can also be made according to the difference of two top-

ranked distances or a minimum distance. When deep learning is combined with generative models, the

model can make classification and rejection decisions as well as use deep learning to learn the features to

achieve higher classification accuracy.
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Another way is to combine traditional generative models such as density models in a learned feature space

of deep neural networks.

 

For learning algorithm, the objectives of discriminative learning and generative learning should be combined.

One objective is the classification loss and another is maximum likelihood criterion. If these objectives are

applied to a prototype classifier, the prototypes of the two classes can be separated, and the prototypes are

attracted to be as close to the class centre as possible, which means the prototypes will be robust and stable

enough to reject their outlier data.

Convolutional prototype classifier can give high generalisation performance when training with small training

data set. This was proven in an experiment training with a small proportion of the MNIST data set. The

generalised accuracy of traditional convolutional neural network went down, but the convolutional prototype

classifier maintained high generalisation performance, and the convolutional prototype classifier was able to

discover new classes. When the samples of a new class not trained by the model were inputted to the

classifier, the samples of the new class formed a new cluster in the feature space. 
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The prototype classifier has been improved as an open prototype network (OPN) by two extensions. One is

to replace the prototypes, each prototype has a variable radius to be more flexible, and the other way is to

replace the training objective as a one-versus-all training to model the outlier distribution with all other

samples. 

 

In normal classification tasks called closed-set accuracy, OPN performs comparatively well against

traditional convolutional neural networks. In open set classification, which classifies not only the closed-set

samples but also the samples of unseen classes or outlier data, then the performance in terms of AUC (area

under the curve) under the ROC (Receiver Operating Characteristics) curve, the OPN performs better than

the previous approaches for open-set classification. 

Learning from small sample to improve the generalisation process is typically categorised as Zero-shot

learning and Few-shot learning. Zero-shot learning is attribute-based or part-based, because the model of

the new classes can be built by combining the learned attributes of part models. Few-shot learning usually

involves pre-training on a big data set for initial features/metric presentation. 

A project on Chinese character recognition of historical books was used to demonstrate zero-shot learning.

The number of Chinese characters classes from historical books could be as large as 100,000, whereas a

regular Chinese person can only recognise typically 5,000 or 6,000 characters. As a large proportion of the

characters in historical books are not typically recognisable, it’s difficult to collect a large number of labelled

samples. Hence, the zero-shot learning was adopted for historical Chinese character recognition. 
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Using a cross-modal prototype learning approach, only one printed image was used as a training sample for

each class, supplemented by a large number of handwritten samples for training. The printing samples and

handwritten samples were mapped to a common feature space. The nearest neighbour classification rule

was applied to classify both the printed samples and handwritten samples. After training on a small number

of classes (1200 classes), it was possible to generalise the feature extraction model and the distance model

to new classes. The new classes were given one printed image as a prototype for classification, and

handwritten sample was not needed for training for the new classes. 

 

Preliminary results showed that the classification accuracy for trained classes was high at over 97%, and

also relatively high for the untrained or unseen classes at 84%. This model was extended to cross-model

learning of three modes – printed, online handwritten and offline handwritten samples. The accuracy for

unseen classes was over 90%. 

 

Humans learning characters can generalise well with just one sample for each class. The goal of this project

is to achieve comparable accuracy with humans. It is hoped that by this cross-model zero-shot learning,

historical Chinese document recognition can be generalised to as many as 100,000 classes.

With continual learning, a model can learn continuously from more data and sequential data, simulating a

human’s ability to learn on a lifelong basis. One major difficulty for continual learning is catastrophic

forgetting – a model trained with new data may have previously learned knowledge from the older data

destroyed by the new model. Another problem is that deep neural networks are end-to-end models, and the

feature space and the classifier are learned simultaneously. To preserve the old knowledge of the feature

space and the classifier simultaneously is even more difficult than continual learning for traditional

classification models.
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The current approach of supervised learning with labelled training samples is one factor that constrains

continual learning. Unlabelled data, noisy data, sequential multitask problems and task-free continual

learning involving data sets that have overlapping classes also make continual learning challenging. 

 

The framework of an ongoing continual learning research in a specific research group uses a mixed data

stream of label samples, unlabelled samples and also noisy data or outlier data, for continual learning in

weakly supervised scenario. This has been identified as an important topic for future research. 

Future research directions include deep generative model for robust pattern recognition, to achieve better

generalisation of a very small sample, better discovery of new classes and models that give structural

explanation. For continual learning, the goal is to achieve incremental learning on mixed data stream and

design model for weakly supervised incremental learning. Such robust models and the continual learning will

be applied to object detection recognition in video and document analysis of historical Chinese documents by

text detection and recognition.
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Huawei is one of the world’s most recognizable

technology brands. A global leader in information

and communications technology, Huawei has

more than 180,000 employees in 170 countries

worldwide. About 80,000 of them work in R&D

and Huawei has 15 research centers. Sales

revenue has grown in recent years to reach

US$108.5 billion in 2018. Dr. Qi Tian, Chief

Scientist in computer vision at Huawei’s AI

research center, Noah’s Ark Lab, outlines key

projects being undertaken at the Lab.

Noah’s Ark Lab is designed to be a world-class AI research center to help the strategic transformation of

the AI industry with world-class output. It is conducting research in six major areas: in six fields:

computer vision, decision and reasoning, natural language processing, search and recommendation,

human-computer interaction and AI foundation. 

 

The research supports Huawei’s product development including network intelligence, enterprise

intelligence, terminal intelligence (such as terminal vision for its big screen project) and emerging

businesses such as autonomous driving.
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Algorithms, data and computing power form the basis of the lab’s computer vision research. Projects at the

lab include terminal vision for Huawei devices, which is related to denoising, de-mosaic and creating special

effects of images; cognitive Internet of Vehicles (IoV) for autonomous driving; and Global Technical Service

(GTS) Brain to improve the company’s operational efficiency and effectiveness. GTS projects include OCR,

3D reconstruction, and small object detection, etc.

 

The CV Lab conducts fundamental research in six areas: low-level vision, semantic understanding, 3D

vision,data generation, visual computing and vision and multimodal fusion, of which each presents a unique

set of challenges.

 

1.       Low-level vision

Low resolution and noise affect image quality. Super resolution and denoising can effectively improve the

user experience. However it is difficult to estimate the statistical properties of noise after an image has gone

through a set of non-linear ISP transformations between raw data and sRGB domain. There is also a gap

between actual blur and noise degradations and the training samples, and a limitation of prior information

for super-resolution from the degraded images.

 

2.       Semantic understanding

Understanding the rich semantic information of images and videos is challenging as there is often a large

intra-class difference (the gap between the visual features of the same content); a small inter-class

difference (the similarity of the visual features of different contents), and blurring boundary for distinguishing

normal and abnormal events (e.g. a group of people running for exercise or people in a riot).
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3.       3D Vision

The analysis of 3D images and videos is the future of computer vision. Compared to 2D data, 3D data such

as medical images and videos contains more information. Obtaining accurately annotated medical data can

be difficult and expensive because it requires quite professional knowledge. It is difficult to distinguish

abnormal samples from normal samples in medical images because organs are often reflected in fine details.

There are a lot of redundant information in video data, and how to remove them is a challenge. Finally, video

understanding depends on detection and tracking of important objects, but

it is difficult to detect and track these objects accurately.

 

4.       Data Generation

Image or video tasks such as autonomous driving and face recognition needs rich data. Data

generation can generate faces, persons of different poses and street views (for training autonomous driving).

However, manually labelling data (e.g., facial key points) is expensive and difficult and the quality of

generated images and videos is low. For street view generation, generated data is too homogenous, and

diversity of generated data needs to be improved. To cater for insufficient training data for autonomous

driving or medical diagnosis, data-efficient algorithms have been devised, however high complexity of such

algorithms restricts data generation, especially for video data generation.

 

5.       Visual Computing

Visual computing is very important for the application of deep learning algorithms. It has two popular

topics such as model compression and acceleration and neural network architecture design, so called edge

computing. Due to the independence of edge computing algorithms, there lacks a uniform platform for

edge computing and thus causes inconvenience for users to use. There also lack of network compression

and acceleration algorithms for specific vision tasks (e.g., detection and segmentation). Neural architecture

search (NAS) algorithms still need to be further improved in performance and search efficiency.

 

 

Page 39

DATA EFFICIENT AND ENERGY EFFICIENT 
 
LEARNING  IN COMPUTER VISION



 05  

6.      Vision and multimodal fusion

 

As data in the real world is multi-modal, there needs to be multimodal machine learning to build models that

process and relate information from multiple modalities. However, it is hard to represent and summarize

multi-model data in the same way-Heterogeneity.It is also a challenge to fuse information from two or more

modalities-Data Fusion. For example, it is difficult to fuse camera input and rider LIDAR input in

autonomous driving. Identifying the relations between (sub) elements from different modalities is another

issue-Alignment. For example, in a cooking video, it is a challenge to align the steps in a textual menu with

the live action in a video. Translating data from one modality to another, such as image and video

captioning, is subjective and uncertain. Finally, training a model on one modality with the knowledge learned

from other modalities, i.e. co-learning, is yet another challenge.

 

 

Page 40

DATA -EFFICIENT  AND  ENERGY -EFFICIENT  DATA  

LEARNING  APPLICATIONS  AT  NOAH ’S  ARK  LAB

The CV Lab is pursuing data-efficient and energy-efficient learning. The following highlights
a few on-going projects.
 
 
1.      Neural Architecture Search
 
 

 

 
Neural architecture search (NAS) provides a more accurate, stable and faster network. This is believed to be
the future direction as it has already surpassed the manual designs on CIFAR-10 dataset for image
classification tasks.
 
However, there are still issues, such as the depth gap between search and evaluation networks. The
searched architectures are shallow but the depth in evaluation architectures is larger. If the network search
depth is increased directly, it will cause computational explosion and a very unstable search progress usually
caused by skip-connection.
 
The proposed solution is to adopt  search space approximation and search space regularization. The
performance of search space approximation by our proposed Progressive DARTS (P-DARTS) compared
to DARTS (Differentiable Architecture Search) – an algorithm to automate the process of architecture
design for neural networks – was better both in terms of test error and search costs.
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Test error comparison (the lower the better)
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2.      Object Detection
 

The search costs on CIFAR-10 with P-DARTS took 0.3 GPU-days, compared to 4 GPU-days with DARTS
and 3150 GPU-days with AmoebaNet, at the same level of accuracy. The idea of Search Space
Regularization is to randomly drop out the searched skip connections. It improved search stability and
reduced test error.

The keypoint-based one-stage detector uses a pair of corners of an image to directly detect an object. In
our recent work, we propose a new one-stage detector called CenterNet for object detection. It can
achieve lower false positives and higher accuracy.
 
It tackles the corner combination problem when internal information of objects cannot be perceived,
leading to the generation of incorrect bounding boxes of objects. The solution is to use the center
keypoints to suppress the incorrect bounding boxes. This work has already been open-sourced. Within
three months, it has received 1,000 stars on Github.
 
The experimental results of CenterNet on MS-COCO dataset showed CenterNet achieved an average
processing (AP) rate of 47%, which outperforms all existing one-stage detectors by at least 4.9%. (Later,
Google announced the GAN-based approaches had achieved higher AP, NAS-FPN at 48.3% and NAS-
data augmentation at 50.7%).
 
Compared with all other one-stage or two-stage detectors (except for CornerNet), CenterNet can be
trained from scratch, i.e., there is no pre-training on ImageNet and while others need pre-training, which
makes it more flexible for application.
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3.       Person Re-identification
 
Person re-identification is an important vision task
for surveillance. Person re-identification usually
involves searching individuals from a large number
of images captured by surveillance cameras. It is
time-consuming, labor-intensive, and expensive to
annotate a training dataset, especially for cross-
camera annotations. 
 
To address the cross-camera annotation issue, the
Lab has come up with a fast-to-deploy new Re-
identification system using single-camera training.
 
The Lab investigated a single-camera training (SCT)
setting, in which each person is annotated under
only one camera, making it faster and cheaper for
detecting and tracking individuals. Experiment
results showed that the SCT approach with 66.4%
Rank-1 accuracy on the DukeMTMC reID dataset,
which is a manually annotated, calibrated, multi-
camera dataset recorded outdoors on the Duke
University campus with eight synchronized cameras.
It outperformed the SOTA unsupervised method
HHL by 19.5%. 
 
The SCT approach also delivered the Rank-1
accuracy at 65.8% on Market-1501 person
re-identification dataset collected in front of a
supermarket in Tsinghua University using six
cameras. The key outcome is that SCT alleviates
the burden of data annotation, and greatly speeds
up the deployment of a person re-identification
system.

 

4.       Data-free Compression
 
Huawei intends to deploy efficient
convolutional neural networks on mobile
devices. Existing network compression
algorithms are already delivering promising
results. However, most compression cannot
be launched without the original training
dataset, and in practice the training dataset is
often unavailable because of privacy, legal
restrictions or transmission reasons. 
 
The lab worked on a data-free compression
framework and proposed a GAN-based
generator to generate training images. The
solution achieved 98.2% accuracy on classic
CNN architecture, LeNet-5, on MNIST
(Modified National Institute of Standards and
Technology) database, without a training set. 
 
Compared to other state-of-the-art methods
the data-free compression framework
outperformed them by 6%, and it is close to
98.91% that uses the original training data.
 
In short, this method does not need original
datasets. The generated images showed
comparable performance with the original
dataset and outperformed alternative
datasets such as CIFAR-10 and CIFAR-100. 
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Based on the Huawei platform, Huawei’s AI chips support the frontier research of the Noah’s Ark

Lab on data efficient and energy efficient learning for computer vision applications in six major

areas, namely low-level vision, semantic understanding, 3D vision, data generation, visual

computing and vision and multimodal fusion. The solutions will deliver important applications for

medical imaging analysis, safe city, digital entertainment and autonomous driving.

CONCLUSION:  

"COMPUTER   VISION   TO  DELIVER

VALUABLE   NEW   APPLICATIONS"   
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Artificial Intelligence is one of the hottest fields

in innovation and technology today, but the AI

industry is scrambling to find enough qualified

employees to plug all the gaps. Only 3% of the

global AI talent pool is working for commercial

enterprises and the shortage means that in-

demand AI engineers command some of the

highest salaries in the tech sector. 

 

The good news for the industry though, is that

more students around the world are aware of

the career opportunities and are now queuing

up for an opportunity to get on board,

according to Professor Lionel Ni, Provost of

The Hong Kong University of Science and

Technology (HKUST).

AI  CAREER  OPPORTUNITIES  –  FROM  COLD  TO  RED  HOT

Prof Ni has charted the changing demand for AI talent over the years. In the 1980s, AI was a hot research

topic for PhD students in the US but many of them struggled to find a job. Fast forward to the current day

and 27 countries have released their national AI strategies. AI investment is growing worldwide, fueled by

governments and a range of industry sectors. 

Professor Lionel Ni 
Provost of Hong Kong University of Science and Technology (HKUST)

-
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Increasing demand for AI engineers has resulted in increasing wages. Among the 20 highest-paying

companies in the world, the average annual salary was US$224,000, climbing to US$300,000 at the high end. 

 

The willingness to invest in AI talent was really kick-started in January 2014 when search giant Google

splashed US$650 million to acquire DeepMind, the startup which developed AlphaGo. At that time, DeepMind

had a team of 50 people. Today it has over 200.  

 

In 2002, the Computer Science Department at HKUST had 40 members and a large AI research group.

However, students weren’t particularly interested in AI, so it was difficult finding courses for the AI faculty

members to teach. This year, the HKUST Master’s Degree program on Data Science received over 2,000

applications for only 60 places. Similarly, the University of Macau’s newly introduced Master of Data Science

Program attracted an overwhelming response. There were over 700 applications for 70 places. The

fundamental courses include Python and data programming, multi-dimensional data and visualization, and

database and data mining technologies and tools for machine learning.

 

There are fewer than 300,000 people globally with the necessary skills to tackle AI problems effectively. On

the other hand, there are more than 10,000 problems which require an AI-based solution, ranging from

autonomous driving to healthcare diagnosis, cybersecurity, energy and chatbots. The biggest hurdle for AI

continues to be the talent gap.

 
A  TWO -HORSE  RACE  FOR  AI  DOMINANCE  AND  TALENT

Global AI development has become a two-horse race between the US and China. In recent years, China has

led the way in patents and investment, while the US maintained a bigger share of the talent pool. Between

1997 and 2017, China claimed a 37.1% share of global AI patent applications, against 24.8% owned by the

US. From 2013 to Q1 of 2018, China attracted about 60% of global AI investment and financing, against

29.1% for the US. For AI talent, however, US had a share of 16.5%, while China had 9.4% in 2018.
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China and the US also lead the world when it comes to the publication of AI research papers. A report by the

Science Technology Policy Research Centre of Tsinghua University, published in July 2018, indicated they

were clearly the two top countries for AI papers between 1997 and 2017 with China on 369,588 slightly ahead

of the US on 327,034. Both were way ahead of the UK in third place with 96,536 papers. 

 

The number of AI papers published in China had climbed at a rapid rate since 2010, more than doubling within

seven years, from just over 150,000 in 2010 to over 350,000 in 2017.  Other studies show that the US had the

largest pool of active AI researchers over the past decade, measured in terms of major research publications

and patents. It led with 28,563 or 13.9% of the global total. China was next on 18,232 or 8.9% followed closely

by India on 17,384 or 8.5%. 

 

In terms of the distribution of AI talent,72.3% were in universities globally, followed by 15.2% in research

institutes and only 3.2% in the commercial sector. In China, the mix was slightly different with universities

(81%), research institutes (8.8%) and the commercial sector (5.9%).

Among universities globally, Qinghua has the highest number of AI-focused employees with 822, followed by

Shanghai Jiaotong University with 590. 

 

Among private enterprises, IBM, Microsoft and Google are the top three in the terms of the number of AI-

focused employees, including top AI talent.

 

FINDING  THE  RIGHT  MIX  OF  SKILLS  AND  ATTRIBUTES  TO  SUCCEED  IN  AI

A multi-disciplinary skillset is the ideal profile for career success in AI, which usually means a combination of

engineering, computer science and other science disciplines. 

 

In terms of the focus of people engaged in AI today, 34.2% are involved in machine learning, 33.6% in data

mining and 26% in pattern recognition, making them the three most popular disciplines.
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AI talent can be segmented into three levels. At the top end of the talent pyramid, AI experts with a solid

grounding in computer science and interdisciplinary abilities are needed to engage in theoretical research on

algorithms, hardware, data and explain what is happening with deep neural networks. 

 

On the next level are AI specialists focusing on R&D who can transform theories into technology platforms and

tools. The talent at this level needs to be equipped with a software engineering and application R&D

background.

 

The third tier of AI talent encompasses those who can put AI into application practice, which means people

with domain knowledge, plus a basic understanding of AI and AI tools. There is a big demand for such talent.

Generally, AI talent should possess a knowledge of mathematics, programming and AI, as well as a capacity

for lifelong learning, innovation and problem solving. Importantly, they should also value morality, ambition and

persistence. Industry experience is vital to learn practical applications and gain a broader perspective of the

world and humanity.

 

In time, there might be a risk of talent saturation at the bottom end of the pyramid when machine learning tools

become much easier to learn. But there will continue to be a shortage of talent at the top-end, and AI will

continue to be an exciting field for many in the technology industry.

 

MEETING  CHALLENGES  IN  AI  TALENT  CULTIVATION

One of the challenges facing educators today is when and how to introduce technology-focused subjects,

especially for emerging technologies like AI, into the curriculum. What should be taught at secondary school

level and how should that link with university courses?

 

AI education typically needs infrastructure such as AI Labs. What is the role of industry in partnering with

universities to fund this type of infrastructure? Funding outcomes also have the potential to create disparities

and inequalities among educational institutions.
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While many companies approach universities with grants and projects, there is only a limited number of

suitable professors, which restricts the universities’ capacity to take on projects. Industry is looking for real

engineering solutions, not just papers, and students might not have the desire or ability to deliver them.

 

Fortunately, in the AI field, there are some strong partnerships between AI companies and universities. For

example, HKUST has many joint labs, with technology companies such as Tencent, Face++, Didi and

WeBank. As a result, students have no trouble finding internship positions. 

 

One useful model was the University-Industry-Research Paradigm, in which AI talent acquires basic AI

knowledge at university, expertise with AI tools and applications in the commercial world, and further learning

and innovative thinking through research. 

 

Under this model, academia provides support in terms of the knowledge framework, theoretical innovation and

learning ability. Industry provides programmatic investment to enable work on real-world applications. There

will also need to be certification for AI skills recognised by the community. This should be completed with

government and institutional support through a platform offering online development, pilot resources and

programming channels.

The talent gap remains one of the biggest hurdles to global AI development. However, a community-driven

strategy supported by government, industry and universities could help address the shortages and ensure

that society reaps the full benefits of AI technology. And steps should be taken to avoid the risk of saturation

at the entry level of AI talent pyramid.

CONCLUSION:  

"COMMUNITY -DRIVEN  STRATEGY  OFFERS

THE  BEST  WAY  FORWARD"   
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Q: After object detection and recognition, is image understanding possible for telling a better story of

detected objects in an image or video?  

 

Referring to the saying “a picture is worth a thousand words”, Professor Zhu Song-chun of UCLA says that

interpretations of an image can be endless and are dependent on the intention of an interpretation. He

believes that image understanding is a future opportunity and there are ongoing projects in the US supported

by label research to explore image understanding. However, the current deep learning approach is bottom up,

as opposed to the top-down and lateral connections of human vision. The top-down approach is still the

missing link in current neural networks for image understanding.  

 

Dr Tian Qi of Huawei concurs that image understanding is a long-term research goal. While a lot has been

done in this respect, there is still a long way to go. Detection and recognition are the fundamentals of

computer vision, and there are still challenges to achieve them for videos, which contain more information,

both temporal and spatial.

 

Dr Quan Long of HKUST expresses skepticism about understanding. Computer vision, speech recognition

and other deep learning areas are about perception, not understanding, whereas natural language processing

(NLP) is more abstract, and could be on the level of understanding. While “perception” is happening and

making an impact in the world, NLP progress is slower. He suggests there is probably no need to “understand”

and ventured that “we don't know what understanding exactly means”.

 

Q: In the next two to three years, what commercial applications of computer vision and NLP can be

expected to make a meaningful impact on human lifestyles?

 

Dr Sun Jian of MEGVII suggests robotics and automation will be the next big thing in the next three years. A

popular investment trend is into Robotic Process Automation, which involves sensing, computer vision and

general AI to program a robot to emulate and integrate the actions of a human interacting within digital

systems to execute a business process. He describes it as the “next big market”.
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Dr Liu Cheng-Lin of the National Laboratory of

Pattern Recognition also expects to see computer

vision powering high performance robotics in the

future. Robotics is still weak in many ways,

including perception, decision and control. It has

high performance requirements in vision ability,

including high accuracy and real-time response.

When computer vision technology reaches a

higher level of performance, the technology will

push forward wider applications in robotics. 

 

Professor Zhu thinks the low hanging fruit for

computer vision is imaging processing and facial

recognition applications for cameras. Beyond that,

there is 3D reconstruction with potential

applications for maps. Meanwhile, he has a

company working on Dark Matter AI to disrupt

education and healthcare. 

 

Professor Quan is very optimistic about the

potential applications of computer vision and

believes there will be a very different landscape in

three to four years. Current hot topics such as

autonomous driving, AR and VR require not only

recognition, but also real-time 3D reconstruction.

There are already algorithms for 3D reconstruction,

but they need computing power, which is still in the

pipeline with GPUs and chips. He expects to see

instantaneous 3D reconstruction on mobile devices

as soon as next year.

 

 

Q: What are the alternatives when there are not

enough data or tasks for a startup to train deep

learning models?

 

Professor Zhu is promoting a shift from big data to

big tasks. A physically and socially realistic living

environment is simulated in the lab and defined with

a human value system. There are simulated daily

tasks such as folding clothes, boiling water or

making noodles. The neural network learns a task,

which is called a “fluent”, in a fluents space instead

of a features space. There can be an infinite number

of tasks in the lab, and the AI system begins to learn

tasks, define tasks and solve the tasks using

causality. It is a step towards developing general AI.
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Q: Deep learning needs massive training data

and computational power for training. How can

learning efficiency be improved? 

 

Prof Liu says human beings have very powerful

learning ability – we can learn from small data and

learn continuously to adapt to the environment. He

suggests we take inspiration from human learning

mechanisms. There has been research on lifelong

learning and continual learning, but it dealt with

relatively simple scenarios such as supervised

learning or sequential multitasking learning. The

future goal is to learn from mixed data streams

continuously through interaction between different

modes of data to help improve learning efficiency.

 

Prof Zhu says humans are born with the capacity to

learn in different ways, what he describes as

“infrastructure” to support a huge amount of

learning protocols. An intelligent system always

depends on the infrastructure and data and tasks

learning. Learning from labelled big data is one

learning protocol, and there are many other

learning protocols. Learning is a communication

process using many layers of structure and

protocols. He describes that as communicative

learning with the potential to unify all kinds of

learning processes. 

 

 

 

 

 

 

Q: How do you know if you have generated a rich

enough virtual environment for a robot to learn?

 

Prof Zhu says the virtual world is unbounded. It’s like

playing games in a new kind of virtual world with new

physics and new tasks. The virtual world must be

physically and photo realistic, which is expensive to

simulate graphically. There are many scenarios that

are still difficult to simulate in the virtual environment in

his lab, such as mopping up spilled milk on the floor,

walking in mud or boiling noodles. Within a finite virtual

dimension, there can be an infinite number of tasks.

The key is to create that dimension first, and then new

objects can be added for creating new tasks.

 

 

 

 



+852 2629 1818

About Hong Kong Science and Technology Parks Corporation
 
Comprising Science Park, InnoCentre and Industrial Estates, Hong Kong Science & Technology Parks
Corporation (HKSTP) is a statutory body dedicated to building a vibrant innovation and technology
ecosystem to connect stakeholders, nurture technology talents, facilitate collaboration, and catalyse
innovations to deliver social and economic benefits to Hong Kong and the region.
 
Established in May 2001, HKSTP has been driving the development of Hong Kong into a regional hub
for innovation and growth in several focused clusters including Electronics, Information &
Communications Technology, Green Technology, Biomedical Technology, Materials and Precision
Engineering. We enable science and technology companies to nurture ideas, innovate and grow,
supported by our R&D facilities, infrastructure, and market-led laboratories and technical centres with
professional support services. We also offer value added services and comprehensive incubation
programmes for technology start-ups to accelerate their growth.
 
Technology businesses benefit from our specialised services and infrastructure at Science Park for
applied research and product development; enterprises can find creative design support at InnoCentre;
while skill-intensive businesses are served by our three industrial estates at Tai Po, Tseung Kwan O
and Yuen Long. More information about HKSTP is available at 
 

https://www.hkstp.org

 
 
General:
 
 
 

enquiry.marketing@hkstp.org

Business Development: 
International:
international@hkstp.org
 
Mainland: 
prc@hkstp.org

Contact Us:

Stay tuned for our next coming event ! 

https://www.hkstp.org/

